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A Model for Simulating Transport of Reactive Multispecies Components: 
Model Development and Demonstration 
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This paper presents the development and demonstration of a twodimensional finite-element 
hydrogeochemical transport model, HYDROGEOCHEM, for simulating transport of reactive multi- 
species solutes. The model is designed for application to heterogeneous. anisotropic, saturated- 
unsaturated media under transient or steady state flow conditions. I t  simulates the chemical processes 
of complexation. dissolution-precipitation, adsorption-desorption. ion exchange, redox. and acid-base 
reaction. simultaneously. A set of four example problems are presented. The examples illustrate the 
model's ability to simulate a variety of reactive transpon problems. Important results presented 
include a depiction of the propagation of multiple precipitation-dissolution fronts. a display of the large 
errors in model response if the number of iterations between the hydrologic transport and chemical 
equilibrium modules is limited to one, an illustration of the development of greater concentration of 
contaminants in groundwater away from a waste site than near the source. and a demonstration of the 
variation in distribution coefficients of more than 6 orders of magnitude. 

. 

IYTRODUCTION 

meng subsurface transport. reactive solutes are subject 
y) a variety of hydrophysical and chemical processes. The 
major hydrophysical processes include advection and con- 
wcrion. dispersion and diffusion, compaction and consoli- 
&ation. and radioactive decay. The key chemical processes 
pc complexation including hydrolysis and acid-base reac- 
hns. oxidation-reduction. dissolution-precipitation. adsorp- 
rim. and ion exchange. The combined effects of all these 
m-esses  on solute transport must satisfy the principle of 
amser.;ation of mass. The statement of conservation of 
r r a ~ s  for N components leads to N partial differential 
quations (PDEs). Traditional solute transport models often 
b r p o r a t e  the effects of hydrophysical processes rigor- 
ously but oversimplify chemical interactions among aqueous 
rpecies. and account for heterogeneous reactions with em- 
*tal approaches such as the linear ( K d  approach) and 
.onlinear (Freundlich) isotherms (for example, see Yeh and 
&@[I9851 and Huyakorn et a/. [ 19851). Sophisticated chem- 
a e;iilibrium models. on the other hand, incorporate a 
~ e ? .  of chemical processes but assume a no-flow (batch) 
% t e a  [Morel and Morgan, 1972; Truesdell and Jones, 
m4: \Vestall et al . ,  1976; Parkhurst et al., 19801. 
In past decade, coupled models accounting for complex 

hdrophysical and chemical processes, with varying degrees 
sophistication, have been developed [Grove and Wood ,  

m9: Chlocchi et al . ,  1981; Jennings et a1.,1982: Schulz and 
Reardon, 1983; Walsh et al . ,  1984; Cederberg. 1985; Kirkner 
-01.. 1985: Lichtner. 1985: Bryanr et a l . ,  1986; Lewis et al., 
'w: .qosterler et al., 1989; Liu and Narasirnhan, 19890. b ;  
'4 -zd Triparhi, 1990). The existing models of reactive 
b s F o r t  employ two basic sets of equations. The transport 
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of solutes is described by a set of partial differential equa- 
tions (PDEs), and the chemical processes, under the as- 
sumption of equilibrium, are described by a set of nonlinear 
algebraic equations (AEs). Three major approaches have 
been used to solve the problem [ Yeh and Tripathi. 19891: (1) 
considering the system as a set of simultaneous mixed 
differential and algebraic equations (DAEs), (2) using direct 
substitution of nonlinear chemical reactions into the trans- 
port equations to reduce the system to a set of nonlinear 
PDEs, and (3) considering the system as coupled sets of 
sequential linear PDEs and nonlinear AEs. An important 
consideration in any  approach is the choice of primary 
dependent variables (PDVs) in transport equations. Once 
PDVs are obtained, secondary dependent variables (SDVs) 
and their partial derivatives with respect to PDVs can be 
computed analytically or numerically from chemical reaction 
equations. Many models, in recent years, have been devel- 
oped using a combination of these three approaches. Most of 
these models cannot account for the complete set of chem- 
ical processes, cannot be easily extended to include mixed 
chemical equilibria and kinetics, and cannot handle practical 
two- and three-dimensional problems [ Yeh and Tripathi, 
19891. The difficulties arise mainly from improper selection 
of PDVs in the transport equations. The advantages and 
disadvantages of various types of models were discussed 
elsewhere [ Yeh and Tripathi. 19891. This paper presents the 
development and demonstration of a hydrogeochemical 
transport model of reactive multispecies chemicals. It em- 
ploys total analytical concentration of components as the 
PDVs. The entire system of equations comprises a coupled, 
sequential set of linear PDEs and nonlinear AEs. 

STATEMENT OF GOVERNING EQU?TIONS 

Hydrologic Transport Equations 
The transport equations for N ,  aqueous components, N, 

adsorbent components, and the cation exchange capacity 



i ., 
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can be derived based on the principle of conservation of 
mass: The derivation of these transport equations can be 
found elsewhere [Yeh and Triporhi, 19901: 

aT.  a e  
ar a t  

O 2 + - (Sj  + P,) + V - VC, = V OD V C j  + QC? 

- QCj-  APTj j =  1 ,  2. e . . ,  N, ( 1 )  

ah',, a e  'at + - at Ne9 = M e ,  - A cqhlcq (3 1 

i = l  i =  1 

ponent in the ith adsorbed species; M,.  is the number of 
adsorbed species; z ;  is the concentradon of the ith ion. 
exchanged species ( M I L 3 ) ;  u $  is the stoichiometric coef,. 
cient of the j th  aqueous component in the ith ion-exchanged 
species; Mi is the number of ion-exchanged species; p i  is the 
concentration of the ith precipitated species ( M I L 3 ) :  a:: is 
the stoichiometric coefficient of j th aqueous component in 
the ith precipitated species; M ,  is the number of precipitated 
species; s j  is the concentration of the j th adsorbent compo. 
nent species ( M I L 3 ) ;  b;  is the stoichiometric coefficient of 
the jth adsorbent component in the ith adsorbed species; and 
vi is the charge of the ith ion-exchanged species. 

Equations (I)-@) constitute eight sets of equations in 12 
sets of unknowns (T,, C j ,  S j ,  P j ,  c j ,  W j ,  s j .  N e 9 .  x;, yit z i ,  
and p i ) ;  hence the formulation is not complete. Four sets of 
constitutive relationships among those unknowns mus: be 
established to complete the formulation. A chemical equilib- 
rium model is adopted to give the implicit functional rela- 
tionships among Ti ,  C j ,  Sj, P j ,  c j ,  UTj, s j ,  N e , .  x;, y;, z ; ,  
and p i  variables as described in the following section. 

Chemical Equilibrium Equofions 
AI,  

P,= 2 a e p ;  
;= I 

Chemical reactions are described by a set of nonlinear 
algebraic equations under the assumption of local equilib- 
rium. These equations are obtained based on the law of mass 

T j = c j +  u ; x i i  a $ y ; +  c a ; ; ; +  2 a t p i  Aqueous complexorion. Equations for aqueous complcx- 
ation are obtained using the law of mass action as follows: 

j =  1 .  2 .  * e * .  hr, ( 6 )  

Af 2 A!. A I :  M, action [Wesrall er ai., 19761. 

('I 
i =  I i =  I ;= 1 i =  I 

h." 
j =  1 .  2 .  , h'a x i =  CY: n c;" i =  1 ,  2 ,  , M ,  (100) 

k =  I A i  8 

(*) in which 
M i =  s j +  2 bey; j =  1. 2 ,  , h', 

i =  I 

A I .  

= c v;; 
i =  I 

where eis the moisture content ( L 3 / L 3 ) ;  f is the time (7); T,,  
Sj. Pi .  and C, are the total analytical (dissolved. sorbed, and 
precipitated) concentration. total .sorbed (adsorbed and ion- 
exchanged) concentration. total precipitated concentration, 
and total dissolved concentration. respectively. of the j th 
aqueous component ( M I L 3 ) ;  \' is the Darcy velocity (LIT); 
D is the dispersion coefficient tensor (L ' IT) ;  Qj (L'IT)  is the 
flow rate of artificial injection and C; ( M I L  3 ,  is the concen- 
tration.of the j th  component in the source of injecting water; 
A? is the decay rate constant of the j th aqueous component 
( l / L ) ;  hl, is the number of aqueous components: W j  is the 
total analytical concentration of the jth adsorbent compo- 
nent ( M I L 3  j; M j  is the artificial source of the jth adsorbent 
component; A; is the decay constant of the jth adsorbent 
component: h', is the number of adsorbent components; 
Ne9 is the number of equivalents of the cation exchange sites 
per liter of solution ( M I L 3 ) ;  Me, is the number of equiva- 
lents added to the system; A,, is the decay constant of the 
cation exchange sites; c j  is the concentration of the jth 
aqueous component species ( M I L 3 ) ;  x i  i s  the concentration 
of the ith complexed species ( M I L 3 ) ;  a: is the stoichiomet- 
ric coefficient of the j th  aqueous component in the ith 

. complexed species; M, is the number of complexed species: 
y i  is the concentration of the ith adsorbed species ( M I L 3 ) ;  
u> is the stoichiometric coefficient of the jth aqueous com- 

k =  1 

where at is the stability constant (at ionic strength, I # 0) of 
the ith complexed species. K :  is the thermodynamic equi- 
librium constant of the ith complexed species, y ;  is the 
activity coefficient of the ith complexed species ( L 3 / M ) ,  arid 
y? is the activity coefficient of the j th aqueous component 
species ( L ' I M ) .  

Equations for adsorption equilib- 
ria are obtained using the law of mass action as follours: 

Adsorption reactions. 

in which 

i =  1, 2 ,  * - * ,  hf! 
where a i y  is the stability constant (at I f 0) of the ith 
adsorbed species, K;?' is the equilibrium constant of the ith 
adsorbed species, yiY is the activity coefficient of the ith 
adsorbed species ( L 3 / M ) ,  and yj? is the activity coe5cient 
of the j th adsorbent component species ( L 3 / M ) .  
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[on exchange. Equations governing ion exchange reac- 
tions are obtained as follows: 

in which 

where K ; ~  is the selectivity coefficient (at I # O), K;J 
(K, ,  = 1) is the selectivity coefficient (at I = 0) of the ith 
species with respect to the J th  species or the effective 
equilibrium constant of ith ion-exchanged species. vi is the 
charge of the ith ion-exchanged species, yi is the activity 
coefficient of the ith aqueous species denoting either yf or 
v,! ( L 3 / M ) .  a i  is the molar concentration of the ith aqueous 
species denoting either c j  or x i  (.MIL.’), z i  is the molar 
concentration of the ith ion-exchanged species, denoting 
either exchanged c j  or x i  (M/L’) ,  s f  is the total concentra- 
tion of all ion-exchanged species (MIL’).  and N e q  is the 
number of equivalents per unit solution volume for ion 
exchange. It should be noted that in deriving ( 1 2 ~ )  the 
acti::ity of any ion-exchanged species is assumed to be 
proportional to its molar concentration. Equations (9) and 
(12a) constitute M: equations for M: unknown zi. For 
homovalent exchange. substituting (9) into (110) .  and with 
adequate mathematical manipulation, one can explicitly ob- 
tain concentrations of every ion-eschanged species in terms 
of aqueous component species concentrations and the ion 
exchange site [Valocchi er al.. 19811. For general heterova- 
lent exchange, it is very difficult to derive such an analytical 
expression for the concentrations z ;, and numerical evalua- 
ti0r.s of z i  in terms of c j  are normally used. 

P?ecipirarion-dissolution. Equations for precipitation- 
dissolution are obtained using the law of mass action for 
each mineral as follows: 

N“ 

1 = .p n c;: i =  1 ,  2 ,  - * - .  M ,  . (13a) 
I ; =  I 

in which 

where af’ is the stability constant (at I f 0) of the ith 
Precipitated species and KP is the thermodynamic equilib- 
hum constant of the ith precipitated species. Equation (13) 
does not contain the precipitated molar concentration p ;  
because the activity of pure solids is considered 1. The 
absence of p i  in (13) characterizes the chemical reaction of 
Pre~ipitation-dissolution and distinguishes it from other het- 
erogeneous classes of chemical reactions such as adsorption 
and ion exchange, and from homogeneous complexation 
reactions. This follows from the fact that for solid phases 
(activity equals 1) the thermodynamic equilibria do not 
specify the mass of the solid [Srltrnrn and Morgan. 19811, 
and implies that models developed specifically for handling 

complexation and sorption cannot simulate dissolution- 
precipitation. 

The thermodynamic equilibrium constants, Kf . K Y ,  K ; J ,  
and K i p ,  depend on the temperature and pressure of the 
system [Srurnrn and Morgan, 19811. They are normally given 
for conditions of temperature equal to 25°C and pressure 
equal to I atm. Under other conditions, the thermodynamic 
equilibrium constants must be corrected for temperature and 
pressure [Truesdell and Jones. 19741. Similarly, stability 
constants must be corrected for nonzero solution ionic 
strength via activity coefficients. The activity coefficients y /  
of all adsorbed species are assumed to be one, whereas the 
activity coefficients yf and y /  of all aqueous species are 
calculated using the Davies equation for ionic strength up to 
0.3 M [Srumm and Morgan, 19811. When ionic strength is 
higher, other models of activity coefficient correction should 
be used. This can easily be done as HYDROGEOCHEM 
was designed in modular format [Yeh and Tripathi, 19901. 
The ionic strength of the system is simply equal to one half 
of the summation of the product of species concentration 
and the square of the valence over all aqueous species. Thus 
the stability constants. af, a;’. K ; ~ .  and a!. are functions of 
temperature. pressure, and concentrations of all aqueous 
species. 

Redox reactions 
involve transfer of electrons. In considering such reactions, 
we must invoke the principle of conservation of electrons to 
ensure that all electrons donated by chemical species are 
accepted by other species. Using the concept of “operation- 
al“ electrons [ Yell atid Triparhi, 19891, one can consider an 
electron as an aqueous component with its activity as a 
master variable. Thus no special mathematical treatment is 
needed for redox reactions [Reed,  19821. Additionally, a 
redox reaction can be considered as a complexation or 
precipitation reaction if the resulting chemical species is an 
aqueous species or a precipitated solid. Similarly. a redox 
reaction can be considered as an adsorption reaction or an 
ion exchange reaction if the resulting species is a surface 
species. Redox reactions. however, require special numeri- 
cal consideration. This point will be discussed later on. 

Acid-base reac- 
tions involve transfer of protons. Examples include proto- 
nation. hydrolysis. etc. [Sturnm and Morgan, 19811. In a 
system involving acid-base reactions, an additional parame- 
ter describing the acidity of the system is needed. This 
additional parameter is the proton activity (pH) .  The pH 
may be computed by using either the electroneutrality or the 
proton condition. These two approaches are mathematically, 
but not computationally, equivalent [Morel and Morgan, 
19721. In coupling’ the hydrologic transport and chemical 
equilibria, it is preferable to use the proton condition ap- 
proach. In the proton condition approach, the total concen- 
tration of the excess proton (ZH+ - XOH-) must be known 
before the p H  can be computed. Thus if one considers the 
proton as an aqueous component and defines the mole 
balance of this component based on “excess” proton con- 
centration, then mathematically no special treatment is 
needed for acid-base reactions; this approach has been used 
by numerous previous researchers [Wesrall et al., 19761. An 
acid-base reaction can be considered an aqueous complex- 
ation or a precipitation reaction if the resulting species 
containing H+ or OH- ions is an aqueous species or a 
precipitated species. Similarly, an acid-base reaction can be 

Redox reactions and electron activity. 

Acid-base reactions and proton activity. 
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considered as an adsorption or ion exchange reaction if the 
resulting species containing H -  or OH- ions is a surface 
species. Numerically, acid-base reactions require some mi- 
nor special consideration. This point will be discussed later. 

From the above discussion. i t  is seen that although the full 
complement of geochemical reactions considered here in- 
cludes complexation, adsorption, ion exchange, precipita- 
tion-dissolution, redox. and acid-base reactions, the term 
"full complement" is meant to include only the first four 
types of reactions because the latter two reactions require no 
special treatment mathematically. Numerically, they require 
special attention as shall be seen later. 

Equations (IH13) form 12 sets (equations (91 and (12) 
form a set for M, z i  variables) of equations and contain 12 
sets of unknowns (C j ,  S j .  P!. T,,. W j !  N c q ,  x;, c; .  y; ,  i;, s i  
and p i ) .  This system of equations represents hydrologic 
transport and chemical processes of acid-base reactions, 
complexation. redox. dissolution-precipitation, adsorption, 
and ion exchange. Depending on the processes of chemical 
equilibrium considered. there may be many ways to mathe- 
matically reduce the system of equations and thereby sim- 
plify the analysis [Rubin. 19831. 

Currently. there are three approaches to modeling coupled 
hydrologic transport and geochemical reactions at equilib- 
rium: (1) the differential and algebraic equations (DAE) 
approach in which the transport equations and chemical 
reaction equations are sol\.ed simultaneously as a system. (2) 
the direct substitution approach (DSA) in which the chemi- 
cal reaction equations are substituted into the transport 
equations to form a highl!, nonlinear system of partial 
differential equations. and (3) the sequential iteration ap- 
proach (SlA) in which the hydrologic transport equations 
and chemical equilibrium equations are considered two 
subsystems. An extremel!. important consideration in any 
approach is the choice of the PDVs, which determines 
whether the approach can deal with the complete suite of 
chemical reactions. hou. practically it  can be used for 
realistic two- and three-dimensional applications, and how 
easily it  can be extended IO handle chemical kinetics. PDVs 
are defined in this paper as the variables that are solved for 
via primary governing equations. rather than via secondary 
governing equations. An!. variable that is solved for via a 
secondary governing equation is termed a secondary depen- 
dent variable (SDV). The choice of PDVs and SDVs from T j .  
Cj .  S j .  P j ,  cp. W j ,  s k .  si, y j ,  z;, and p i  is equivalent 
to partitioning of (])-(I31 into two systems. One system 
consists of the primary governing equations (PGEs). which 
are mainly hydrologic transport equations. The other con- 
sists of secondary governing equations (SGEs), which are 
mainly chemical reaction equations. 

Both DAE and DSA approaches require simultaneous 
solution of a significant number of field equations (equations 
include spatial derivatives. hence transport) and thus are too 
computer-intensive for realistic two- and three-dimensional 
applications [Yell and Triparhi. 1989). We observe that only 
the PDEs governing the chemical transport are the field 
equations. The ordinary differential equations (ODES) gov- 
erning the change in total adsorbent concentrations and ion 
exchange sites. and the nonlinear AEs governing chemical 
equilibrium reactions are point equations (equations that do 
not include spatial derivatives and hence are applicable to 
batch systems only). Furthermore. each transpon equation 
for a component is identical in form. This suggests that once 

the PDVs are chosen for the set of transport equations, they 
can be solved one by one independently of each other, one 
each for the associated PDV. All other secondary dependent 
variables (SDVs) can be obtained from the set of chemical 
equilibrium reaction and molar balance equations. This 
approach of iterating between sequentially (not simulta. 
neously as done in DSA models) solving transpon equations 
and solving geochemical equilibria provides perhaps the best 
hope for realistic, practical two- and three-dimensional a p  
plications in terms of requirements for computer resources. 
This approach is taken in this work. 

Using the SIA approach, we may choose (1) concentra- 
tions of aqueous component species as PDVs, (2) total 
dissolved concentrations of aqueous components as PDVs, 
or (3) total analytical concentrations of aqueous compoxnts 
as PDVs. Using the first two types of PDVs, we c2iinot 
include precipitation-dissolution reactions [ Yeh and Trip. 
arhi, 19891. Hence the total analytical concentrations, T j ,  of 
aqueous components will be chosen as PDVs. For the 
models that use the Tj  as PDVs, the hydrologic transpon 
equations can be written in the explicit form [Walsh er al., 
1984; Cederberg. 1985; Bryant et al.,  19861 as 

aTj a e  a e  
e - + - T~ = t (c j )  + - cj + Q(c?- ci) (14) ar  a t  d l  

j =  1, 2,  9 . .  , h:, 

or in the implicit form 

j =  1 .  2.  , A', 

in which L is the advection-dispersion operator represecting 
hydrologic transport and 

Either of equations (14) or (15) constitutes the subsystem of 
PGEs for PDVs Tj whereas (2)-( 13) constitute the subsystem 

and p i .  The sequence of iterating the PGEs (equation 0 4 ) )  
and the SGEs (equations (2H13)) has been well documented 
[Walsh er al..  1984; Cederberg, 1985; Bpanr er a/ . ,  198t;: and 
will not be repeated here. Using the implicit form oi the 
hydrologic transpon equation. we perform similar iteration 
procedures. A computer program, HYDROGEOCHEM 
[Yeh and Triparhi, 19901, was developed to implement these 
iteration procedures. 

In solving (14)-0r (151, one substitutes the known values of 
previous iteration Cj" or Sj" and P/ for the terms on the 
right-hand side and solves for the unknown values of the 
present iteration Tj(k+" for the terms on the left-hand side. 
Thus it can be seen that T I k + ' )  values computed with (14) are 
prone to negative concentrations if L(Cj") on the right-hand 
side is negative. On the other hand, even if + Pj") on 
the right-hand side of (IS) is negative, the values 
obtained with (15) are not necessarily negative because the 
term can yield a larger negative value than that 
resulting from the operation of -L on (Si" + P,!) and make 
the solution Tjrki I '  values positive. This intuitive obseW 

of SGES for SDVs Cj, Sj .  P j ,  c j ,  W j ,  ~ j ,  N e , ,  x;, T;, Zi. 
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is confirmed later in the example problems for demon- 

The explicit form, (14), cannot be used to solve for the 
state concentration distribution in a one-step itera- 

cion. For a one-step solution, one simply sets the time 
derivative term equal to zero. If this is done, the PDVs 
disappear from (14) and one is left with nothing to solve for. 
TO reach a steady state solution with the explicit modeling, 
one has to proceed with many time step iterations. On the 
other hand, for the implicit form, (15), we simply set the time 
derivative term on the left-hand side equal to zero and iterate 
between the simplified (15) and the remaining governing 
equations. ( 2 H  13). 

To complete the description of the hydrologic transport as 
given by (1) and mass conservation for adsorbent and ion 
exclange sites as given by (2) and (3), respectively, initial 
and boundary conditions must be specified in accordance 
with physiochemical considerations. It will be assumed that 
initially the total analytical concentrations for all compo- 
nents and the number of equivalents of the ion exchange site 
are known throughout the region of interest, Le., 

stration. 

T j = T j o a t t = O  j = 1 , 2 ; * . ,  N ,  (16) 

W j = W j o a t r = O  j = l , 2 ; * * , N S  (17) 

N , ,  = NeqO at t = 0 (18) 

where Tjo is the initial total analytical concentration of the 
j th  aqueous component ( M I L 3 ) ,  Wjo is the initial total 
analytical concentration of the j t h  adsorbent component 
(MIL3) ,  and NeqO is the initial number of equivalents of the 
ion exchange site ( M / L  '). Initial concentrations for aqueous 
compoiients may be obtained from field measurements or by 
solving the steady state version of (1 )  with time invariant 
bol;ndary conditions. 

The specification of boundary conditions is the most 
difficult and intricate task in multicomponent transport mod- 
eling. From a dynamic point of view, a boundary segment 
may be classified as flow-through or impervious. From a 
physical point of view, it is a soil-air interface, or soil-soil 
interface, or soil-water interface. From the mathematical 
point of view, it may be treated as a Dirichlet boundary on 
which the total analytical concentration is prescribed. or a 
Neumann boundary on which the flux due to the gradient of 
totd analytical concentration is known, or a Cauchy bound- 
ary on which the total flux is given. Another type of 
mathematical boundary is the variable conditions on which 
either Neumann or Cauchy conditions may prevail and 
which may change with time. These boundary conditions are 
Often specified in view of the hydrogeochemical setting 
under consideration. 

Regardless of the point of view chosen, all boundary 
conditions eventually must be transformed into mathemati- 
cal equations for quantitative simulations. Thus we will 
Specify the boundary conditions from the mathematical point 
of view in concert with dynamic and physical consider- 
ations. The boundary conditions imposed on any segment of 
the boundary are taken to be either Dirichlet or variable for 
Tj with j = 1 ,  2. - , N ,  independently of each other. The 
conditions imposed on the Dirichlet boundaries are given as 

T j = T j ~ o n B D  j = l , 2 ; . - , N a  (19) 

-- 

where TjD is the prescribed Dirichlet total analytical concen- 
tration ( M I L 3 ) ,  and BD is the Dirichlet boundary segment. 

The conditions imposed on the variable-type boundary, 
which is normally the soil-air interface or soil-water inter- 
face, are either the Neumann with zero gradient flux or the 
Cauchy with given total flux. The former is specified when 
the water flow is directed out of the region from the far away 
boundary whereas the latter is specified when the water flow 
is directed into the region. This type of variable condition 
would normally occur at flow-through boundaries. Written 
mathematically, the variable boundary condition is given by 

-n OD - V C j  = 0 V n > 0 on B v  (20a) 

- 

n - ( V C j  - OD GCj) = qjv V - n < 0 on B V  (206) 

j =  1 ,  2 ,  , N ,  

where n is an outward unit vector normal to the boundary, 
B V  is a variable boundary segment, and qjv is the variable 
boundary material flux. 

NUMERICAL APPROXIMATION 

The solution of the system of (15) and (2)-(13) was coded 
in HYDROGEOCHEM [ Yeh and Tripathi, 19901 as follows. 
For every time step. first. N ,  Wj values and N e ,  are 
obtained by solving (2) and (3) subject to initial conditions 
(17) and (18). Second. N, Ti values are obtained one by one 
by solving (15) subject to initial and boundary conditions as 
specified by (16): (19). and (20) assuming S j  and Pi values 
are known before the iteration. Third, (.4H13) aie solved for 
C j .  S j .  P j ,  c j .  s j ,  x i .  y i ,  zi, and p i .  The second and third 
steps are repeated until convergent solutions are obtained. 
This completes a one-time step computation. 

The finite-element algorithm used in FEMWASTE [ Yeh 
and Ward. 19811 was employed for the hydrologic transport 
simulation in the second step computation. Depending on 
the type of weighting functions (Galerkin or upstream 
weighting), the methods of time marching (Crank-Nicolson, 
backward difference, or mid difference), and the treatment of 
mass matrix (lumping or no lumping), a total of 12 optional 
finite-element numerical schemes were used in the hydro- 
logic transport module to achieve stable and convergent 
solutions for as wide a range of problems as possible. Both 
direct solution and iteration techniques are included in 
HYDROGEOCHEM IYeh and Tripathi, 19901 for computa- 
tional flexibility and efficiency. The hybrid Newton-Raphson 
and modified bisection methods used in the development of 
EQMOD (G.-T. Yeh et al., manuscript in preparation) were 
adapted for chemical equilibrium simulation in the third step 
calculation. In the hybrid approach, one can apply either the 
modified bisection method or the Newton-Raphson method 
to any of the N ,  component equations given in (21) to be 
described below. In the following, we will examine in some 
detail how the chemical equilibrium model is solved numer- 
ically. We will first describe how the chemical equilibrium 
system is simplified. Then we will state how the precipita- 
tion-dissolution, adsorption, ion exchange, redox, and acid- 
base reactions are treated. 
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Reducrion of Chemical Model Equarions 
Substituting (10) and (1 1 )  into (7), one obtains 

Substituting ( 1 1 )  into (S), one obtains N, equations relating 
W j  to the component species concentrations cj and sj  as 
follows: 

JJ  J \ k =  I 

j =  1,  7 ,  , N, 
Equations (21) and (21) along with M ,  equations given by 

(9) and (17) and M, equations given by ( 1 3 )  form four sets of 
master equations for four sets of master variables, N o  c.~, N, 
s j ,  M, z i ,  and M, p i .  Equations (IO),  ( 1  I ) ,  (4). (5). and (6) 
form five sets of secondary equations for five sets of second- 
ary variables, M, *;, M, ?;, N o  Cj ,  N o  S j ,  and hio P j .  
respectivel~~. It should be emphasized that the four sets of 
master equations cannot be solved independently of the five 
sets of secondary equations because the activity coefficient 
for the proton and the modified equilibrium constants for all 
species thar are present in the four sets of master equations 
are functions of the secondary variables x i .  Thus in the 
chemical submodel. these two subsystems must be solved 
iteratively. The iteration is camed out as follows. First, the 
ionic strength and the activity coefficients are computed 
using one of the activity coefficient models [Davies,  1969,; 
Truesdell arid Jones, 19741 based on the values of c j  and x i  
from the previous iteration. Second, the modified equilib- 
rium constwnts are computed using ( lob ) ,  ( I lb) ,  (17b), and 
(136). Third, (211, (22). (9) and (I?) ,  and ( 1 3 )  are solved 
simultaneously for c j .  s j ,  z i ,  and p i ,  respectively. Fourth, 
( I O U )  and ( 1  l a )  are used to compute xi and y i  based on newly 
obtained cj  and s j  and previously obtained modified equilib- 
rium constants. Steps 1 through 4 are repeated until conver- 
gent solutions are obtained. Finally. (4)-(6) are used to 
compute N o  C j ,  N o  Si ,  and N o  P i ,  respectively. These 
complete the chemical module calculation. 

Trearrnenr of Precipirarion-Dissolution 
In solving the master equations in the chemical submodel, 

we have assumed that the number of minerals is known a 
priori. In reality, the number of minerals is not known and 
must be calculated as part of the solution. An iterative 
process is used to determine the number of minerals. First, 
we assume that the number of minerals is known. Second, 
we solve the chemical equilibrium problem as outlined in 
steps 1 through 4 in the preceding subsection. Third, after 
the chemical equilibrium problem is solved with the assumed 
number of minerals, we check concentrations of all assumed 
minerals. If the concentration of any mineral is less than 

zero, then that mineral is forced to dissolve. In the mean- 
time, we also check the solubili.ty product of all potentid 
minerals in the thermodynamic data base. If any potential 
mineral is supersaturated, this mineial is allowed to precip- 
itate as long as the phase rule is not violated. These three 
steps are repeated until no change in mineral dissolution or 
precipitation occurs. 

For an assumed number of minerals, precipitation. 
dissolution can be dealt with by two different approaches. 
The first is to consider the concentrations of all precipitated 
species as independent unknowns in addition to the compo- 
nent species concentrations. Thus the master variables will 
include N o  C k ,  N, s k ,  M Z  zi, and Mq p i .  This approach has 
been used in several geochemical equilibrium models such as 
EQ3/EQ6 (WoleT ,  19791 and PHREEQE [Parkhursf et al., 
19801, and some multispecies transport models suck: as 
THCC [Carnnhan, 19861. The second approach is to substi- 
tute (13) into (21), (221, (91, and (12) to eliminate M ,  (out of 
N o )  cx  and M ,  p i .  Thus the basic master variables wilJ 
include ( N o  - M,) c k ,  N, s p ,  and M, z;, and the reduced 
sets of governing equations would be ( N o  - M,) of the A', 
equations in (21). (22), (9), and (12). The detailed procedure 
of substituting (13) into (22) and the subsequent reduction of 
the number of equations can be found in MINEQL [ Wesrall 
er a / . ,  1976, pp. 56-63]. Using the first approach. one can 
modify the code to treat mixed chemical equilibrium and 
chemical kinetics with ease. For simplicity, this paper uses 
the first approach to treat precipitation-dissolution reactions. 

Trearmenr of Adsorption 
The adsorption reactions can be dealt with as in the cases 

of aqueous complexation since (IO) and (1  1) are similar in 
form. However, if the double-layer theon. [Davis and 
Leckie, 19781 is used to model the adsorption process. two 
additional unknowns, c o  and c b ,  are introduced in the 
adsorption-reaction equations in ( 1  1). These two addirional 
unknowns are defined as 

(23) co = exp ( -ebo/kT)  

' cb = exp ( -e lhb/kT) 0 4 )  

where k is the Bolttmann constant, 7 is the absolutr: 
temperature, e is the electronic charge, tb0 is the electric 
potential at the surface. and $b is the electric potential at the 
beta layer. These two additional unknowns can be obtained 
by assuming that the total charge calculated by summing 
over the charges of all surface species is equal to the total 
charge calculated by electrostatic theory, Written mathemat- 
ically, these two governing equations are 

cj(&O - $b)B  - UO = 0 (250 )  
My 

0 0  = 2 0;oy ;  (25b)  
i =  1 

C ] ( $ b  - $o)B c z ( $ b  - $ d ) B  - o b  = 0 ( 2 6 a )  
4 

o b =  2 ":by; (26b) 
i= 1 

where C1 is the capacitance of the region between the 
plane and b plane, B is a conversion factor from charge Per 
unit area to moles per unit volume, u0 is the charge density 
in moles per unit volume on the 0 plane a;; is the stoichie 
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,&c coefficient of co in the ith.adsorbed species y i 9  C2 is 
fie capacitance of the region between the b plane and d 
,,lane, (Tb is the charge density in moles pe rwi t  volume on 
the b plane, and a$, is the stoichiometric coefficient,of cb in 
fie jth adsorbed species y i .  

E!ectroneutraiity requires that the following relationship 
be satisfied, 

( T O  + u b  + (Td = 0 (27 )  

and the Gouy-Chapman diguse layer theory yields the fol- 
lowing equation, 

UdlB = ‘ ( 8EE&IT) I ”  sinh (Zet,bd/tkT) (28) 

where (Td is the charge density in motes per unit volume in 
the diffusive layer d ,  R is the universal gas constant, E is the 
&live dielectric constant, eo is the permittivity of the free 
space, and z is the valence of the ion. It should be noted that 
(28) is valid only for the cases of symmetrical electrolyte. 
n e  charge potential relationship gives 

C?(d’d - ‘!”b)B = g d  ( 2 9 )  

Combining (28) and ( 2 9 ) ,  we relate the unknowns 4 d  to J /b  

implicitly as follows: 

c ~ ( @ j -  @ b )  = - (8EEoRIT)”’  sinh ( x b d / 2 k T )  ( 3 0 )  

To solve (25) and (26)  with the Newton-Raphson method, 
we need to evaluate uo, o b ,  $o, @b , and bd, and their partial 
derivatives with respect to co and c b :  a ~ o l a c o ,  d u O / a c b ,  
aublaco, a o b / a c b ,  abolaco,  abo lacb .  abbIaCO, abbtaCb,  
a$d/aco. and dt,bdlacb. The evaluation of uo and f f b ,  and 
a ~ o l a c o ,  duoldcb, d ~ b l a c o ,  and dffb/dcb can be performed 
similarly to the evaluation for other aqueous components. 
The evaluation of tho, $ b ,  and $ d ,  and a@o/aco,  a&,lacb. 
atbblaco.a&blacb, abd laco ,  and a+d!acb requires a little 
fur:iier elaboration. Knowing co and cb from a previous 
iteration, we compute bo and $b by inverting ( 2 3 )  and ( 2 4 )  as 

kT 
cc10 = -T In ( c o )  

( 3 1 )  

( 3 2 )  

respectively. Having computed uo and (Tb from ( 1 5 b )  and 
(263). respectively, we compute md from ( 2 7 )  and then invert 
(28) to obtain t,bd as 

2kT 

ze 

tively, we obtain 

t,b,j = - sinh-’ [ - ( u d l B ) / ( 8 E E o R ~ ~ ) ” ’ ]  ( 3 3 )  

Differentiating ( 2 3 )  with respect to co and cb, respec- 

similarly, differentiating ( 2 4 )  with respect to co and Cbr 
respectively, we obtain 

- .  
( 3 5 a )  

Finally, differentiating ( 3 0 )  with respect to co and c b ,  
respectively, and substituting ( 3 5 )  into the resulting equa- 
tion, we obtain 

ac b [ ( - : ) /cb] / [  1 + (&) 

Trearmenr of Ion  Exchange 

For sorption via ion exchange. ( 9 )  and ( 1 2 )  can easily be 
written explicitly in terms of component species concentra- 
tion if the ion exchange involves only homovalent exchange. 
Under such circumstances, the computation of the Jacobian 
(9) and (121 is relatively easy and can be performed analyt- 
ically. However. when ion exchanges involve heterovalent 
exchange, it is very difficult if not impossible to express the 
concentration of ion-exchanged species in terms of compo- 
nent species concentrations. In other words, the analytical 
computation of the Jacobian cannot be done easily. There- 
fore. for purposes of generality. numerical evaluations of the 
Jacobian involving ion exchange reactions are used in this 
paper. 

Trearmenr of Oxidarion-Redircrion 

Oxidation-reduction reactions are treated by defining elec- 
tron activity rather than the concentration of free electrons 
as a master variable, and making the “operational” electron 
subject to transport as are other aqueous components. If a 
chemical element is present at several oxidation states, only 
one of these can be considered a component and the others 
must be treated as species described by a half-cell reaction 
which is analogous to the complexation. For example. if 
Fe” and Fe3+ are present simultaneously in a system, we 
may consider Fe3+ a component species. Then Fez+ shall be 
considered a complexed species, which is a product of Fe3+ 
and e - .  A mole of Fe” is considered to contribute a mole 
of operational electrons and a mole of Fe3+. The total 
“operational” electron is obtained by solving the transport 
equation, ( 1 5 ) .  with j  = e .  The mole balance equation for the 
“operational” electron is different from those for other 
aqueous components in that the first term on the right-hand 
side of (21) is set to zero and c ,  (Le.. set k = e in c k )  in all 
other terms is interpreted as the activity of the electron 
rather than the concentration of free electrons. 

Although mathematically the “operational electron” can 
be treated just as other aqueous components, numerically 
this component requires special attention. Because the elec- 
tron activity can span over at least 40 orders of magnitude, 
the solution of the balance equation of the “operational” 
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electron ,often renders the Newton-Raphson matrix ill- 
conditioned when this equation is solved simultaneously 
with other mole balance equations. To circumvent this 
difficulty, a split scheme is used in this paper. In this split 
scheme, the mole balance equation for the "operational" 
electron is solved for the electronic activity with a modified 
bisection method [Forsythe et a/.,  19771 while all other mole 
balance equations are solved simultaneously with the New- 
ton-Raphson method. This split scheme is very effective, in 
particular for reducing conditions when the solution often 
fails to converge without the split scheme. 

Treatment of Acid-Base Reocrions 

Acid-base reactions are treated by defining proton activity 
as a master variable and making the "excess" proton subject 
to transpon as are other aqueous components. The mole 
balance equation is defined for the "excess" proton rather 
than the proton itself. Thus this mole balance equation is 
different from those for other aqueous components in two 
respects. First. because the proton activity rather than the 
proton concentration is the master variable, the first term on 
the right-hand side of (31) should be written as cH/yH. and 
cH (i.e., set k = H in ck) in all other terms is interpreted as 
the proton activity rather than the proton concentration, 
where y~ is the activity coefficient of the proton ion. 
Second. because the mole balance is defined based on 
"excess" proton concentration. if a hydroxide (OH-) ap- 
pears in any species, the stoichiometric coefficient of the 
proton in that species should be set to - 1 .  If n hydroxides 
appear in  any species, the stoichiometric coefficient of the 
proton i n  that species should be set to - n .  On the other 
hand, if a hydronium (H') appears in a species. the stoichi- 
ometric coefficient of the proton in that species is 1. If n 
hydroniums appear in a species. the stoichiometric coeffi- 
cient of the proton in the species is n .  As a result. the only 
major diference between the proton as an aqueous compo- 
nent and all other regular aqueous components is that the 
former can have a negative total analytical concentration, 
but the latter cannot have negative total analytical concen- 
trations. Since the total analytical concentration of the 
excess proton can be negative. the continuous fraction 
[Wigley,  19771 method is not an appropriate tool for solving 
for the proton activity. Instead. either the modified bisection 
method or the Newton-Raphson method is applied to the 
mole balance equation of the excess proton. 

EXAMPLE PROBLEMS FOR TESTING 
AND DEMONSTRATION 

During the course of development and modification, the 
HYDROGEOCHEM model was used to solve several dozen 
problems of varying complexity. It continues to be used to 
model hypothetical and real systems on laboratory and field 
scales. The example problems are selected to demonstrate 
some of the capabilities and features of HYDRO- 
GEOCHEM. A companion paper. in preparation, will dis- 
cuss application of the model to a variety of problems in 
environmental and earth sciences including uranium mill 
tailings, acid mine drainage, mixed-waste disposal, genesis 
of sedimentary uranium ores and hydrogeochemical mineral 
.exploration. 

A series of four example problems are presented. Problem 

1 serves to verify the hydrologic transpon module of HY- 
DROGEOCHEM; additionally, it illustrates the ease with 
which the explicit form of the transport equation. (14), can 
encounter negative concentrations. Problems 2 through 4 

illustrate the capabilities of the coupled model by displayin:. 
the interplay of hydrologic transport and chemical interac- 
tions. Each example includes a description of the problem 
and a discussion of the results and their significance. The list 
of aqueous and adsorbed species and minerals considered 
for each problem is provided in Tables 2-4. 

The selection of chemical species and thermodynamic 
data is critical to successful application of geochemical and 
hydrogeochemical models to natural systems [Tripathi, 
19831. Since the purpose of this paper is to demonstrate the 
capabilities of the HYDROGEOCHEM model and to den;.- 
onstrate the outcome of interactions among transport and 
chemical processes, no attempt was made at critical selec- 
tion of thermodynamic data. 

Only one problem was used to test the transport module of 
HYDROGEOCHEM since it is adapted from FEMWASTE 
[Yeh and Ward,  19811, which has been extensively tested. 
The chemical module of HYDROGEOCHEM, EQMOD, is 
new; it was extensively tested and the results were verified 
for six chemical processes of aqueous complexation, precip- 
itation-dissolution. adsorption-desorption, ion exchange. ox- 
idation-reduction, and acid-base reactions as well as m y  
combination of these six processes [Yell and Tripathi, 1990). 

Problem I: Test o j  Hvdrologic Transporr 

The problem deals with transpon in a one-dimensional 
column 0.5 dm long: the flow velocity from the bottom to top 
is IO-' dmh.  the effective porosity was 0.3, the bulk density 
1.7, dcm'. and the dispersivity was 7 x IO-? dm. The 
transpon involves two chemical components. The initial 
conditions are that total analytical concentrations are 0. f M 
for both chemical components. The boundary conditions are 
as follows: at : = 0.0 dm. total analytical concentrations are 
specified a( 1.0 M; at i = 0.5 dm. variable boundary 
conditions with zero gradient fluxes are specified for both 
components. 

To mimic the hydrologic transport without interaction 
between two chemical components, we assume that each 
chemical component has two species: one a free species and 
the other an adsorbed species. The ratios of the adsorbed 
species to the free species are assumed to be 1/9 ace 9. 
respectively, for chemical components I and 2. In 'other 
words, there was a 10% and 90% adsorption, respectively, 
for chemicals I and 2. To put it in terms of geochemical 
equilibrium constants, the two thermodynamic equilibrium 
conslants for the two adsorbed species are 119 and 9 ,  
respectively. In order to deal with the situation of no 
interaction between components, the adsorbent component 
is not considered, i.e., the adsorbing site is not a constraint 
for the equilibrium between free species and adsorbed 
species for each component. 

For nuinerical simulation, the column is discretized b' 1 
20 elements of size 0.015 dm X 0.025 dm, which results in  42 
nodes. The simulation was conducted for three time steps 
only since the purpose of this simulation is simply to verify 
the hydrologic module. The time step size was 0.5 hours, 

Table 1 lists the total analytical concentrations at various 
points after three time step simulations for the cases Of 10% 
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TABLE 1. Comparison of Explicit and Implicit Iterations 

3083 

~ ~~ 

10% Dissolved 90% Dissolved 

X Explicit Implicit One-Step Explicit Implicit One-Step 

0.OOo 
0.025 
0.050 
0.075 
0.100 
0.125 
0.150 
0.175 
0.200 
0.225 
0.250 
0.275 
0.300 
0.325 
0.350 
0.375 
0.400 
0.425 
0.450 
0.475 
0.500 

I .oooo I .oooo 
0.2680 0.2680 

0.1024 0.1024 
0.1002 0.1002 
0.1OOo 0.1OOo 
0.1OOo 0. IO00 
0.1OOo 0.1OOo 
0.1OOo 0.1OOo 
0.1OOo 0.1OOo 
0.1OOo 0.1OOo 
0.1OOo 0.1OOo 
0. IO00 0.1OOo 
0.1OOo 0.1OOo 
0.1OOo 0.1OOo 
0.1OOo 0.1OOo 
0.1OOo 0.1OOo 
0.1OOo 0.1OOo 
0. IO00 0.1OOo 
0.1OOo 0.1OOo 
0. 1OOo 0.lOOo 

0.1219 0.1219 

I .oooo 1 .oooo 1 .m 
0.2680 0.7673 0.7850 
0.1219 0.6368 0.5437 
0.1024 0.1015 0.3595 
O.lo02 0.4020 0.2415 
0.1OOo -0.0405 0.1734 
0.1OOo 0.4135 0.1367 
0.1OOo -0.0390 0.1 178 
0.1OOo 0.2631 0.1085 
0.1OOo -0.0648 0.1039 
0.1OOo 0.2788 0.1018 
0.1OOo -0.0155 0.1008 
0.lOOo 0.2071 0.1004 
0.1000 -0.0242 0.1002 
0.1OOo 0.2461 0.1001 
0.1OOo -0.0327 0.1OOo 
0.1OOo 0.2013 0.1OOo 
0.1OOo 0.0201 0.1OOo 
0.1OOo 0.235 I 0.1oOo 
0.0100 - 0.0602 0.1000 
0.1000 0.2880 0.1000 

I .oOw 
0.7850 
0.5437 
0.3595 
0.2415 
0.1734 
0.1367 
0.1178 
0.1085 
0.1039 
0.1018 
0.1008 
0.1004 
0.1002 
0.1001 
0.1OOo 
0.1OOo 
0.1OOo 
0.1000 
0.1000 
0.1000 

and QO% dissolved using explicit and implicit iterations. 
Included also in Table 1 is the result using a one-step direct 
solution method, i.e.. without having to iterate between the 
hydrologic transport module and the geochemical equilib- 
rium module. It is seen that the implicit iteration solution 

yields identical results as the one-step direction soiution 
method for both cases. Thus the implicit iteration algorithm 
is verified. On the other hand. while the explicit iteration 
solution yields identical solution to the one-step solution 
method for the case of 10% dissolved, i t  produces a noncon- 

T.4BLE 2. Chemical Species for Example 2 

Stoichiometry 

Species log K Component Value Component Value Component Value 

H' 
COI 
Ca2+ 
Mg?+ 
so:- 
OH- 
CaC03 
CaHCOj 
CaS04 
CaOH + 

MgCO3 
MgHCO; 
MgSO4 
MgOH+ 
HCOC 

HSO; 
HzCO3 

0.00 
0.00 
0.00 
0.00 
0.00 

- 13.99 
3.22 
11.43 
2.3 I - 12.85 
2.98 
11.40 
2.25 

-11.44 
10.32 
16.67 
I .w 

8.48 
8.20 
4.62 

-21.90 
-9.65 
9.72 - 16.80 
2.14 

Dolomite 17.02 

Aqueous Species 
H 1 .o 
COI 1 .O 
Ca 1 .O 
Mg I .o 
so4 1 .o 
H -1.0 
Ca 1 .o COI 
Ca 1 .o co3 
Ca I .o SO4 
Ca I .o H 

I .o Mg 
I .O H 

co1 
1 .O Mg 

COI 

H -1.0 Mg 
1 .o H 
1 .O H 

co3 
1 .o H 

co3 

so4 

so4 
Minerals Allowed IO Precipitate 

Ca 1 .o co3 
Mg 1 .O co3 
Ca 1 .o SO4 
Ca 1 .O H 

I .o H 
4.0 H 

co3 
-2.0 Mg 

co3 
H 
so4 1 .O Mg 

Ca 1 .O COI 
Minerals Not Allowed IO Precipilate 

I .o 
1 .o H I .o 
I .o 

-1.0 
1 .O 
1 .o Mg I .o 
1 .O 
I .o 
I .o 
2.0 
1 .o 

1 .O 
1 .o 
1 .O 

-2.0 
-2.0 Mg 2.0 
-2.0 Mg 5.0 

1 .O 
I .o 

2.0 1 .o 

L 
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Fig. 1 .  (a )  The pH distribution in the column. (b) Initial distri- 
bution of total calcium, magnesium, carbonate and sulfate in the 
column. 

vergent oscillating solution for the case of 90% dissolved as 
speculated earlier in this paper. This confirms our intuitive 
speculation that the explicit iteration can easily tumble into 
negative concentrations. 

Problem 2: Simulation of Transport With Complexation 
and Precipitation in a One-Dimensional Column 

The problem is designed to simulate chemical concentra. 
tion patterns evolving from complex changes in chemic4 
compositions resulting from fluid flow, time-deperi:?nt 
boundary conditions, and precipitation and dissolution of 
minerals. Additional objectives were to simulate the forma. 
tion of multiple precipitation-dissolution fronts, and to dem. 
onstrate the need to iterate between hydrologic and chemical 
modules at each time step. The latter objective was defined 
in view of some previous work in the published literature 
wherein the chemical module was called only once at each 
time step [Liu and Narusimhan, 1989a, b ] .  

To permit unambiguous interpretation of model response, 
the number of components and the minerals allowcl to 
precipitate was kept small. A one-dimensional column was 
discretized into 100 elements of size 1 dm X 1 dm. The 
density of the porous medium was 1.2 s/cm3. The fluid 
entered from the right end of the column at a velocity of 0.5 
d d d a y .  The porosity of the medium was 0.3 and the 
dispersivity was 5 dm. The simulation was conducted for 250 
days with a time step of 0.5 days. Five chemical compo- 
nents, namely, calcium, magnesium, carbonate, sulfate and 
hydronium, 12 aqueous species. and eight possible minerals 
were considered (see Table 2). The precipitation of doinmite 
was not considered since it does not readily precipitnte in 
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Fig. 2. Distribution of magnesium carbonate precipitation in the column at various times: (a)  0, (b) 130, (c)  140, (6) 
190, and (e) 250 days. The dotted lines show the corresponding results when the number of iterations between the 
hydrologic and the chemical modules is limited to one. 
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Fig. 3. Distribution of calcium carbonate precipitation in the column at various times: (a) 3. (b) IS. (c) 80, (4 130. 
and (e) 180 days. The dotted lines show the corresponding results when the number of iterations between the hydrologic 
and the chemical modules is limited to one. 

low-ionic strength solutions. The initial concentration of 
chemical components in the column was defined to  promote 
precipitation of calcium carbonate and magnesium carbon- 
ate. The pH was fixed throughout the system (Figure la)  
between 7.7 and 8.0. The initial calcium concentration was 
fixed at lo-‘ M. The initial magnesium concentration de- 
creased from 5 x lo-’ M at  the left end of the column to 

M at the right end of the column; similarly, the initial 
Sulfate concentration decreased from 2 x lo-’ M to M 
from left to  right (Figure lb). Contrary to  the trend in sulfate 
and magnesium. the carbonate concentration increased from 
left ta right as shown in Figure 1 .  

0 50 100 150 200 250 
Time (days) 

’ Fig. 4. The number of iterations between the hydrologic and the 
modules required for convergence at each time step of 

H~DROGEOCHEM.  

The boundary conditions for chemicals entering the right 
end of the column were set a t  2 X lO-’M, lo-’ M.  and 2 X 

lo-’ M for carbonate, magnesium and sulfate, respectively. 
The boundary condition for calcium was set a t  M for all 
times with the exception that from day 1 to 9.5 days, its 
concentration increased %-fold to  9 x lo-’  M.  The pulse in 
calcium concentration was introduced to  induce changes in 
the degree of supersaturation of carbonate minerals with 
space and time as the pulse traveled within the column. The 
behavior of magnesium and calcium precipitation in the 
column is analyzed. In all figures for this example, normal 
HYDROGEOCHEM results are shown as solid lines, while 
those with the number of interhydrogeochemical iterations 
limited to one are shown as dotted lines. 

At time 0 magnesium carbonate precipitation occurred in 
most of the column (Figure 2a). By 130 days, the precipita- 
tion zone throughout most of the column at  time 0 decreased 
in width, and a narrow precipitation peak developed near the 
fluid entrance to  the column (Figure 26). The dissolution of 
magnesium carbonate near the right end of the column 
occurred because of competition for carbonate from calcium 
as shown in Figure 3d. At 140 days, two separate peaks of 
magnesium carbonate precipitate developed near .the right 
end of the column; a t  this point five dissolution-precipitation 
fronts existed in the column. At 190 days, the middle peak 
broadened (Figure 2 4 ;  however, as the carbonate concen- 
tration continued to  evolve, by 250 days, the middle peak 
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' ..< :.. TABLE 3. Chemical Species for Example 3 _ . .  

Stoichiometry . - - 
Value Species log K Component Value Component Value . Component - 

SOH 
so - 
SOH; 
SO-UOzOH 
SOH'(UO?)3(OH)f 
SOHN,O?OH 

Rutherfordine 
Calcite 
Gypsum 
Calcium hydroxide 
Uranyl hydroxide 
Schoepite 

0.00 
0.00 
0.00 
0.00 
0.00 

- 13.99 
3.22 

11.43 
2.31 

- 12.85 
-5.30 
-5.68 
- 1 I .88 
- 15.82 
-21.90 
-28.34 

9.65 
17.08 
2 I .70 
-1.18 

2.95 
4.00 

10.32 
16.67 
1.99 

-8.85 
5.60 
7.75 

0.00 
- 10.30 

5.40 
-7.10 

-31.00 
-3.50 

14.11 
8.48 
4.62 

-21.90 
-5.5s 
-5.40 

Aqueous Species 
1 .O 
1 .O 
1 .O 
1 .o 
1 .o 

-1.0 
1 .o 
1 .o 
1 .O 
1 .O 
1 .O 
2.0 
3.0 
3.0 
4.0 
3.0 
1 .o 
2.0 
3.0 
I .o 
I .O 
1 .O 
1 .O 
I .O 
1 .o 
1 .o 
1 .O 
7.0 

Sucfacr Species 
1 .o 
1 .o 
1 .O 
1 .O 
I .o 
1 .o 

Minerals 
I .O 
1 .o 
1 .o 
I .O 
1 .O 
1.0 ' 

1 .o 
I .o 
1 .O 

-1.0 
-1.0 
-2.0 
-4.0 
-5.0 
-7.0 
-7.0 

1 .O 
1 .o 
1 .o 
2.0 
1 .O 
2.0 
1 .O 
2.0 
1 .o 

-1.0 
1 .o 
1 .o 

H 

H 

1 .O 

-3.0 

-1.0 
1 .O 
1 .O H -2.0 
3 .O H -8.0 
1 .o H -1.0 

1 .O 
1 .o 
1 .o 

-2.0 
-2.0 
-2.0 

entirely vanished, and the precipitation zone in the center of 
the column narrowed considerably (Figure 2e). The complex 
precipitation-dissolution interfaces were defined automati- 
cally by HYDROGEOCHEM in response to changes in 
chemical composition of the system. Unlike certain solute 
transpon models [Rubin, 19831, in HYDROGEOCHEM 
there is no need to know the number of interfaces a priori. 
and a large number of interfaces does not cause difficulties. 

The precipitation dynamics of calcium carbonate in the 
column were considerably different from those of magne- 
sium carbonate as shown in Figures 3a-3d. Initially, there 
was precipitation near the right end of the column; it 
broadened considerably by day I5 (Figure 36). With time, 
the width of precipitation decreased (Figures 3a-3c), and by 
240 days it dissolved completely. 

Many transport models [Walsh er al., 1984; Liu and 
Narasimhan, 1989a, b] that deal with solute transport in 

7.90 m 
", 7.80 

7 . 7 o V  7.60 a u 
Disfance (DM) 

Fig. 5 .  ( a )  The p H  distribution in the column. (b)  Distributionof 
total surface sites (of goethite) in the column. The p H  and surfecc 
sites are invariant with time. 
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~ i ~ ,  6 .  Distribution of total dissolved carbonate in the column at 
various times: 0, 515, and 600 days. 

reactive systems perform hydrologic and chemical compu- 
tations in separate modules in the same manner as HYDRO- 
GECICHEM. But unlike HYDROGEOCHEM. some of 
thes; models do not iterate between the hydrologic and the 
chemical submodels; they perform the chemical computa- 
tions only once at each node at each time step (Liu and 
Narosirnhan, 1989a, b ] .  In HYDROGEOCHEM, many iter- 
ations between the hydrologic and chemical submodels are 
sometimes required for convergence in the transport equa- 
tions. The number of such iterations required for this exam- 
ple vaned from 64 to two (Figure 4). The effect of limiting the 
number of such iterations to one on the results produced by 
HYCROGEOCHEM was evaluated; the dotted lines in 
Figcres 2 and 3 show these simulation results. The dotted 
lines in Figures 2b-Ze show that if the number of iterations 
between the hydrologic and chemical submodels is limited to 
one, HYDROGEOCHEM fails to correctly calculate the 
spatial distribution of magnesium carbonate precipitation. 
As high as lo-’ M magnesium carbonate precipitate is 
shown where it should have been 0; often two separate 
precipitation peaks were combined into one when iterations 
between the hydrologic and chemical model were prevented. 
J’irnilarly. Figures 3a and 3e show that the amount of 
prec:pitated calcium carbonate was also overestimated. 

I2 
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M 

cj 

3 
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3 
P w 
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The results illustrate that HYDROGEOCHEM can be 
used to simulate multifront dissolution-precipitation in 
highly nonlinear systems, and indicate that iteration between 
the hydrologic and chemical submodels is critical to accurate 
calculations. 

Problem 3: Simulation of Transport. in One Dimension, 
of Uranium (VI )  and Neptunium ( V )  in Response to 
Complexation With Carbonate and Adsorption- 
Desorption Onto Goethite 

This example considers the transport and chemical inter- 
actions in a one-dimensional column. The fundamental ob- 
jective in designing the example was to examine the likeli- 
hood of achieving greater concentrations of a solute in the 
interior of the column than in the incoming solution, in 
response to chemical processes, chiefly complexation and 
adsorption-desorption, and fluid flow. Achieving such a 
condition would mean that the concentration of a contami- 
nant could be higher at a point away from the source than 
near the source. Also, this condition would be totally con- 
trary to the predictions made by single-value-Kd-based 
transpon models which always predict monotonically de- 
creasing contaminant concentrations away from the contam- 
inant source. 

A one-dimensional column discretized into 50 elements of 
size 20 dm x 20 dm was used. The fluid entered at the left 
end at a velocity of 3 d d d a y .  The porosity of the medium 
was 0.3 and the bulk density was 1.2 g/cm3. The dispersivity 
was 1 dm. The simulation was conducted for 600 days with 
a time step of 1 day. Seven chemical components. namely, 
calcium. carbonate, sulfate, uranium (VI), neptunium (VI, 
hydronium (H’) and SOH (adsorption sites on mineral 
surfaces) were considered. The components formed 23 aque- 
ous complexes, five surface complexes (adsorbed species) 
and six possible minerals (see Table 3). The precipitation of 
minerals was not allowed so that partitioning of solutes 
between, the solid and the solution phases was controlled 
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Fig. 7. (a) Distribution of adsorbed uranium in the column at times 0, 300, and 480 days. (6) Distribution of 

adsorbed uranium in the column at times 500 and 510 days; ( c )  Distribution of adsorbed uranium in the column at times 
516 and 600 days. (d) Variation of calculated log ( K d )  in the column at times 516 and 600 days. 
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Fig. 8. Evolution of the peak in dissolved uranium concentration 
in the column at 0 ,  516, 530. and 600 days. respectively. 

solely by adsorption and desorption. The electrostatic inter- 
actions were not considered in adsorption computations for 
simplification. The initial p H  in the column was fixed within 
a narrow range between 7.6 and 7.9 (Figure 50). The initial 
calcium concentration was set to M. The initial con- 
centration of carbonate and sulfate. ligands capable of com- 
plexing with uranium and neptunium, was kept low, M, 
to minimize complexation. A zone rich in adsorption sites 
(represented by goethite, a femc oxyhydroxide) was created 
at a distance of 200 to 600 dm from the left end of the column 
by specifying the concentration of surface sites (available to 
1 L of solution) of 2.5 x IO- '  M: the surface site concen- 
tration elsewhere in the column was M. or 250 times 
less (Figure 5b). The higher concentration of surface sites 
was chosen to facilitate adsorption of uranium and neptu- 
nium in the region and is consistent with iron-rich bands in 
many natural sediments and rocks. The initial concentration 
of uranium (VI) and neptunium (V)  in the column was IO-* 
M and M respectively. 

The boundary condition (composition of the groundwater 
entering the left end of the column) was set differently for 
different components. The calcium concentration was held 
constant at M throughout the simulation. Similarly. the 
sulfate concentration was set to M. the same low value 
as within the column. The boundary concentrations of 
uranium (VI) and neptunium (V)  were set at I O w 6  M and 
2.5 x IO-'' M respectively. The pH of incorning groundwa- 
ter was set to 7.6. The concentration of carbonate in the 
incoming groundwater was set to vary with time. For the 
first 498 days, the carbonate concentration was set to the 
same low value of M as within the column to facilitate 
adsorption of uranium and neptunium. However. for a short 
period between 498 and 502 days. the carbonate concentra- 
tion was increased'100 times to IO-? M: from 502 to 599days 
the carbonate concentration decreased linearly from IO-' M 
to M. The increase in carbonate concentration was 
introduced to effect desorption of uranium and neptunium 
from goethite due to increased carbonate complexation. 
Figure 6 shows that the peak in carbonate concentration 
arrives in the adsorbent-rich zone in the column at about 515 
days. The carbonate concentration profile was pivotal in 
controlling the adsorption dynamics in the column. Only the 
behavior of uranium adsorption-desorption is described for 
brevity. 

Figure 7a shows the development of a uranium-rich zone 
due to adsorption. It should be noted that even though less 
than 2% of the surface sites are occupied by uranyl ions, the 
concentration of uranium on the surface at 300 to 480 days is 
more than 20.000 times that in the incoming groundwater. As 

- 

the carbonate pulse released at 498 days reaches the ad- 
sorbed uranium, carbonate complexation causes desorption 
(Figure 7b); the desorption Of Uranium continues as [he 
carbonate pulse nmves in the adsorbent-rich zone (Figure 
7~). The profound changes in the extent of uranium adsop 
tion are reflected in the more than 6 orders of magnitude 
variation in the calculated Kd for uranium with time and 
space (Figure 7 4 .  The increase in uranium adsorption for 
the first 498 days and then a decrease are reflected in the 
strong variation in the concentration of dissolved uranium in 
the column as shown in Figure 8. The figure shows that at 
time 0,  the concentration of dissolved uranium is uniformly 
less, due to adsorption, than the uranium concentration in 
the incoming water. However, due to carbonate-induced 
desorption of uranium, a pulse of uranium concentration is 
created in the groundwater that is 6800 times the uranium 
concentration in the incoming water. Due to dispersion the 
pulse peak is gradually reduced; however, even at 6%. days, 
the dissolved uranium concentration at the downstream end 
is 2000 times that in the incoming groundwater. The dramatic 
results would have never been possible without explicit 
consideration of adsorption, desorption and complexation 
processes; a Kd-based model would not produce such re- 
sults. The large peak in dissolved uranium is produced due to 
the assumption of instantaneous desorption caused by a 
100-fold increase in carbonate concentration. The kinetics of 
adsorption and desorption of uranyl, as known to date, 
suggest that in natural systems, kinetic factors may reduce 
the peak height much in the same way as dispersion does. 
However. despite the slow kinetics, elevated concentrations 
of dissolved uranium would still develop. 

The results of this simulation show the importance of 
accounting for chemical processes; they also show thal 
unlike the predictions of the single-value-Kd-based models, 
the aqueous concentration of a contaminant can be greater ai 
a point farther away from its source than at one near the 
source. The result is especially significant in designing field 
surveys for detecting and defining the extent of the c.mtam- 
inant plume. 
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problem. (6) Steady state flow field through the cross sectton. 
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Fig. IO. Distribution of pH in the system at various times: (a) 0, (b )  3000. (c) 6Oo0, and (4 7920 days. 

problem 4:  Simulation of Release and Transport, in Two 
Dimensions, of Acidify (H -), Uranium (VI) ,  and 
Molybdate and rhe Changes in Major EIemenr 
Mineralogy From a Uranium 
Mi;! Tailings Pile 

This example considers a simplified hypothetical problem 
of the release of trace metals and acidity from an acidic 
uranium mill tailings pile. The problem was selected to dem- 
onstrate the ability of HYDROGEOCHEM to predict some of 
the well-known features associated with acidic mill tailings, 
e.g., the replacement of calcite by gypsum due to release of 
acidity and sulfate from the tailings pile. It was also designed to 
examine the impact of precipitation-dissolution reactions on 
retardation of toxic metals released from waste sites. 

r? two-dimensional vertical cross section is considered. 
The region is discretized with 152 elements and 192 nodes 
(Figure 9a) .  The vertical left edge (24 m) is a no-flow 
boundary; the horizontal bottom (100 m) is also an imper- 
meable no-flow boundary. The sloping region on the top 
right has a variable boundary with either zero ponding depth 

3089 

or a net rainfall rate of 0.0139 d d d a y .  The horizontal region 
of the top boundary is a Cauchy boundary with an infiltration 
rate of 0.139 d d d a y .  The five nodes on the vertical right side 
and the two nodes on “river” bottom are specified as 
known-head conditions (Dirichlet boundary condition). The 
total head for the five vertical nodes was given as 39 dm. The 
total head on the left and right nodes of the river bottom is 
specified as 44 dm and 40 dm, respectively. The steady state 
flow was calculated with the HYDROGEOFLOW program 
(a simplified version of FEMWATER [Yeh, 19871) and the 
flow field is given in Figure 9b. 

The chemical problem considers seven components, 
namely, calcium, carbonate, uranium (VI), sulfate, phos- 
phate, molybdate and hydronium. A total of 32 aqueous 
complexes and 12 possible minerals were considered (see 
Table 4). Redox reactions were not considered as the goal 
was to simulate acidification and dissolution-precipitation 
reactions and their impact on migration of trace metals. The 
redox conditions of some uranium mill tailings sites in the 
western United States are relatively oxidizing, suggesting 
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Fig. I I .  Distribution of calcite (log moles) in the system at various times: ( a )  0. (6) IOOO. (c)  4o00, and (d) 7000 days. 
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TABLE 4. Chemical Species for Example 4 
I - 

Stoichiometry 

Species log K Component Value Component Value Component 

Calcite 
Gypsum 
CadOH)(P04)3 

CaHP04 
Powellite 
Calcium hydroxide 
Uranyl hydroxide 
Schoepite 
Rutherfordine 

Cad(PO4 ) 3  H 

UOzHPOp 
(U02)2H2(P04)? 

Uranyl phosphate 
Calcium 

0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
3.22 

11.43 
2.31 

20.96 
6.46 

15.08 
- 12.85 
-5.30 
-5.68 

-11.88 
- 15.82 
-21.90 
-28.34 

9.65 
17.08 
21.70 
-1.18 

2.95 
4.00 

23.20 
22.90 
45.24 
46.00 
12.35 
19.55 
21.70 
4.30 

10.32 
16.67 
1.99 

- 13.99 

8.48 
4.62 

40.47 
48.20 
19.30 
7.40 

-21.90 
-5.55 
-5.40 
14.11 
25.00 
48.09 

Aqueous Species 
Ca 1 .O 
co3 1 .O 
UOZ 1 .O 
P o 4  1 .O 
so4 1 .o 

Moo4 1 .O 
Ca 1 .O co3 
Ca 1 .O H 
Ca 1 .O so4 
Ca 1 .O PO, 
ca I .O PO4 
Ca 1 .O PO4 
Ca I .O H 
uo2 1 .O H 
uoz 2.0 H 
uo2 3.0 H 
uoz 3.0 H 
uo: 4.0 H 
uo: 3.0 H 
co3 1 .O uoz 
co3 2.0 uoz 
co3 3.0 uo: 
co3 I .O uoz 

H I .O 

uoz 1 .O so4 
uo: 1 .O so4 
uo: 1 .O P o  A 

UO? 1 .O PO4 

PO4 I .O H 
Po4 1 .O H 
Po4 1 .O H 
Moo4 1 .O H 
co3 1 .O H 
co3 1 .O H 
so4 1 .O H 

uo: 1 .O Po4 
uo: 1 .O Po4 

H -1.0 

Minerals Allowed io Precipirate 
Ca 1 .O co3 
Ca 1 .O so4 
Ca 5.0 PO4 
Ca 4.0 Po4 
Ca I .O Po4 
Ca 1 .O Moo4 
Ca 1 .O H 

1 .O H 
1 .O H 

uo2 
uo2 
uoz 1 .O co3 
uoz 1 .O PO4 
uo2 2.0 Po4 

Minerals Nor Allowed I O  Precipirare 
uo, 3.0 Po4 

1 .O 
1 .O 
1 .O 
1 .O 
1 .o 
1 .O 

-1.0 
-1.0 
-2.0 
-4.0 
-5.0 
-7.0 
-7.0 

1 .O 
1 .O 
1 .O 
2.0 
1 .O 
2.0 
1 .O 
1 .O 
2.0 
3.0 
1 .O 
2.0 
3.0 
1 .O 
1 .O 
2.0 
1 .O 

1 .O 
1 .O 
3.0 
3.0 
1 .O 
1 .o 

-2.0 
-2.0 
-2.0 

1 .O 
1 .O 
2.0 

2.0 

C03 . 1 .O 

H 2.0 

H 1 .O 

H -3.0 

H 2.0 
H e  3.0 
H 4.0 
H 5.0 

H -1.0 
H 1 .O 
H 1 .O 

H 1 .O 
H 2.0 

48.61 Ca 1 .O uo; 2.0 

that the trends produced in simulation results presented 
would be'applicable to such sites. 

The mill tailings, located at the top (eight elements), were 
themselves considered to be a boundary in the sense that the 
total concentrations of the chemical components were set.at 
fixed values; these values were not allowed to deplete during 

the course of the simulation. The composition of the taihEs 
was 1.5 x IO-' M for calcium, M for carbonate, 5 

M for uranium, IO-' M for phosphate, IO-' M for 
sulfate, 3 x IO-' M for total excess hydronium, and 5 

M for molybdate. The initial condition (concentration) 
of components outside the tailings pile was 2 x IO-' M, 

Fig 

X I  

10- 
hyd 
ical 
roll 
for 
10- 
mor 

7 
Yea 
ate( 



- 
-z 

due - 

1 .o 

2.0 

1 .o 

-3.0 

2.0 
3.0 
4.0 
5.0 

-1.0 
I .o 
1 .o 

i 

I .o 
2.0 

2.0 - 
dings 
, 5  
4 for 
5 x  

rtion) 
I. 1.5 

(72 

YEH AND TRIPATHI: A MODEL FOR SIMULATING TRANSPORT OF REACTIVE COMPONENTS 309 I 

0 

50 b 

100 

I50 

200 -2.20 

0 200 400 600 800 1000 

Fig. 12. Distribution of gypsum (log moles) in the system at 
various times: (a)  120 and (b )  6OOO days. 

x M. lo-' M ,  M. 2 x lo-' M, M, and 
I O e 6  M for calcium. carbonate, uranium, phosphate. sulfate. 
hyhonium. and molybdate, respectively. For this hypothet- 
ica; example. the "rain water" was assumed to have the 
following composition: M for calcium, 1.5 x lo-' M 
for carbonate, lo-'' M for uranium, M for phosphate, 
lo-' M for sulfate, M for hydronium, and IO-' M for 
molybdate. 

The simulation was conducted for 7920 days (about 23, 
years), a time scale of interest in practical problems associ- 
ated with uranium mill tailings piles. The results of HYDRO- 

Fig. 13. 

GEOCHEM simulation were interpolated over a utuform grid. 
The interpolated results are presented in the form of contour 
plots. Only the selected highlights of the results are presented. 

The release and transport of acidic solutions from the 
tailings pile alter the pH of the system and cause changes in 
its mineralogy. Figures 10a-10d show the calculated pH 
through the cross section. ,Initially, the acidity is confined to 
the tailings pile, and the pH outside the pile is greater than 7; 
with time the acidic solutions migrate downward and out- 
ward, and at 22 years, the groundwater pH is significantly 
acidic near the river. During migration. the acidic solutions 
are neutralized rapidly as indicated by the closely spaced 
contours. The neutralization of acidic solutions is also indi- 
cated by the gradual disappearance of calcite (Figures 1 la- 
1 Id); the decreasing contour values toward the tailings pile 
indicate the high solubility of calcite in acidic solutions. The 
migration of acidic solutions is accompanied by spreading of 
the sulfate plume as shown in Figures 1Za and I2b. 

In addition to uranium, uranium mill tailings piles often 
contain many trace metals including molybdenum, selenium, 
arsenic, and chromium [Brookins, 19841. The precipitation- 
dissolution dynamics of molybdenum and uranium, gov- 
erned by the precipitation of calcium molybdate, uranyl 
hydroxide, and uranyl carbonate, are examined; all three 
molybdenum and uranyl solids considered occur as natural 
minerals. namely, powellite. schocpite and rutherfordine. 
The precipitation of calcium molybdate developed interest- 
ing patterns. sometimes contrary to intuitive expectations. 
This is caused in response to multiple variations in solution 
chemical compositions during migration of metal-bearing 
acidic solutions. Figure 13a shows that calcium molybdate 
precipitation is confined to the tailings pile itself. With 
release of molybdenum. the molybdate precipitation occurs 

- .  

1OO0, (e) 
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Fig. 14. Distribution of total dissolved molybdate (log moles) in the system at various times: (0 )  0, (b)  520, (c )  1O00, 
and (d) 7920 days. 

outside the tailings pile. Figures 136 and 13c illustrate 
development of discontinuous zones of calcium molybdate 
precipitation at 520 and 800 days, respectively. At IO00 days 
(Figure 134 the two discontinuous zones of molybdenum 
precipitation merge and form a band of precipitation sur- 
rounding the tailings pile. As the fluids migrate further, the 
precipitation band widens and itself migrates away from the 
tailings pile (Figures 13t and 13f). The precipitation band 
serves as a natural barrier in retarding migration of molyb- 
denum. As the band of precipitation widens and decreases in 
intensity, the gradient in molybdenum concentration in the 
plume becomes markedly less steep (Figures 140-144, 
indicating a weakening of the bamer effect. Powellite is 
known to commonly occur in molybdenum-rich soils [Follert 
and Barber, 1967; Krauskopf, 19721 and a precipitation- 
induced natural barrier may influence migration of molybde- 
num from n a n d  mill tailings. The calculated distribution 
coefficients (Kd values) vary over 6 orders of magnitude 
throughout the simulation (Figures 150 and 156); once again, 
a traditional Kd-based solute transport model would have 
failed to accurately predict the behavior of molybdenum 
transport in this simple system. 

Numerous uranyl solids are possible in the vicinity of mill 
tailings. To illustrate the role of evolving solution composi- 
tions in  determining precipitation of solids only three uranyl 
minerals, a carbonate and two hydroxides, were permitted to 
precipitate; the precipitation of uranyl phosphates was sup- 
pressed. Due to relatively acidic conditions, uranyl solids 

did not precipitate during the first 4500 days of simulation. 
Consequently, a uniform, rounded plume of uranium devcl- 
oped in groundwater (Figures 160-164. Small amounts, Ol 
localized precipitation of rutherfordine occurred a: t i m a  
greater than 4500 days (Figure 170). As in the case of 
molybdate precipitation, the location and geometry of uranyl 
precipitation continued to evolve in response to changes ia 
the system's chemical. composition (Figures 170-174. Un- 
like molybdate precipitation, however, the extent of uranyl 
precipitation was much smaller, and precipitation did not 
serve as an effective natural 'bamer for uranium. This is 
consistent with observations at many uranium mill tailings 
sites where uranium contamination plumes are much mort 
extensive than the molybdenum plumes (S. Xomson. 
Chemical-Nuclear Geotech, personal communication. 1991). 

The example served to illustrate that HYDROGEOCHEM 
can simulate many features associated with relea'se of C O P  

taminants from uranium mill tailings. It showed the impact of 
natural chemical processes that retard migration of C O n t m  

inants, and thus highlighted the importance of 'desifnin9 
suitable engineered geochemical barriers for waste sites. Thi 
example also illustrated that a K d  computed in laborator)' 
experiments where precipitation may have occurre:! canw 
be used for reliable prediction of contaminant migration in * 
field because the domain of precipitation is dynamic 
governed by interactions among chemical and hydrolofic PTp 
cesses. 

150 l W l  

Fig. 15. Variation of calculated K d  (log) at times ( u )  0 and (b)  7290 days. 
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Fig. 16. Distribution of total dissolved uranium (VI) (log moles) in the system at various times: (a )  0, (6) 520, ( c )  4OOO. 
and (d) 7920 days. 

COSCLUSIONS 
This paper presents a coupled hydrogeochemical model 

for siinulating transport of reactive contaminants in ground- 
water. The model accounts for chemical processes of com- 
plexation, dissolution-precipitation, oxidation-reduction, ad- 
sorption including electrical triple layer, and ion exchange 
during transport through heterogeneous. saturated- 
unsaturated media under transient or steady state flow 
conditions. I n  addition to the mathematical development, a 
series of examples are presented to demonstrate the capa- 
bilities of the model. The selected examples illustrate the 
model's ability to simulate geochemical evolution in dy- 
namic systems on the one hand. and its utility in solving 
environmental problems on the other. Examples Z through 4 
exemplify the nonlineariries in the evolution of chemical 
compositions during reactive transport in dynamic flow- 
through systems. The example of evolving multifront pre- 
cipitation-dissolution suggests that chemical processes, in- 

cluding competition among ions and relative thermodynamic 
stabilities of minerals all must be considered and coupled 
with transport processes for gaining an insight into a system. 
The demonstration of the significant errors in computed 
results by limiting the number of iterations between the 
hydrologic and the geochemical modules to one, shows that 
improper coupling of hydrologic and geochemical models 
can provide misleading results. The relatively simple exam- 
ple of the development of a secondary source of contamina- 
tion (due to adsorption) that could release, due to desorp- 
tion, contaminant concentrations thousands of times greater 
at points away from the original source of contamination 
shows that investigations aimed at detecting and defining 
contamination plumes cannot be designed without consider- 
ing complications that could result from interactions be- 
tween hydrology and chemistry. The hypothetical mill tail- 
ings example illustrates the concept of natural contaminant 
barriers and illustrates the complex patterns of solid precip- 

100 
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Fig. 17. Distribution of rutherfordine (log moles) in the system at various times: (01 SOOO, (b) 6OO0, ( c )  7O00, and (4 
7920 days. 
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itation in reactive flow-through chemical systems. Examples  
3 a n d  4 show that calculated K d  values can easily vary over  
a range of 6 orders  of magnitude, and point to the  futility of 
a t tempts  t o  use distribution coefficient-based or retardation 
factor-based models for simulating reactive transport .  
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